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SUMMARY

This paper deals with analysis and construction of partially balanced incom-
plete block (PBIB) designs with seven associate classes which can be used for
confounded diallel experiments involving v = 2pg crosses between two sets
of inbred lines to obtain different amount of information on all the seven
types of comparisons i.e. comparisons of general combining ability (g.c.a.)
effects of the two sets, specific combining ability (s.c.a.) effects, residual
reciprocal effects and Fy-crosses v/s reciprocal Fy-crosses.

Keywords : Diallel experiments; Fixed effect model; Mixed model; Orthogonal
contrast. .

Introduction

The concept of diallel crossing has been immensely useful in analysing
genetical potential of a set of lines and in evaluating the best combination
of crossing material in breeding programmes. Griffing [7] presented
analyses for four diallel crossing schemes depending upon the inclusion
of reciprocal crosses and/or parental lines using randomised complete
block design (RBD). But for large number of inbred lines, the use of
RBD may not be possible. So Kempthorne and Curnow [8] and Arya [6]
gave circulant plans for partial diallel crosses. Raghavarao and Aggarwal
[13); Aggarwal [1], [2], [3] and [4]; Arya and Narain [5] and Narain and
Arya [10] used PBIB designs for diallel experiments.

Robinson [14] offered analysis for crosses between two sets and within
one set. Lin |9] presented RBD analysis for crosses between two sets of
sines, coming from two different geographical/genetical back—grounds,
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including parents. We are introducing PBIB designs, following a new
association scheme, which are shown to be useful in analysing the com-
bining abilities of two sets of lines. The often demand for different amount
of information on different types of comparisons necessitated the intro-
duction of the following 7-class association scheme.

Definition 1. Let v = 2pg (for p > 1 and ¢ > 1) treatments be denot-
ed ijandji(i=1,2,...,p;j=p+1,p+2,...,p+q)andthe
treatment ji be called the reciprocal of the treatment ij. For any treat-
ment ij,

() all treatments i’ (' #j=p+Lp+2,...,P + q) are first
asssociates;

(ii) all treatments j'i are second associates;
(iii) all treatments i’j (i’ = i = 1, 2, . . ., p) are third associates;
(iv) all treatments ji* are fourth associates;
(v) all treatments i’j’ are fifth associates;
(vi) all treatments j'i’ are sixth associates; and
(vii) the treatment ji is seventh associate.

For any treatment ji, its kth (k = 1,2,...,7) associates are recipro-
cals of kth associates of ij.
The parameters of this association scheme will be

v=2pg,n=n=qg— l,ns=n=p—1,n=n
=(p—D@—D,n=1

P =0 =ph=rh=Dh=ph=ps=1
Pi=ph=p5s=0=0%=9—2
Ph=ph =0k =p%=0%=p—2
P = pis = (@ —2) (p— 2); and

any other p}k G j,k=1,2,...,7) follows from either
P!\ = pl; or mpj, = np}y

otherwise it is zero.

Example :Letp =3 andg=4

For a treatment 14 (say) its seven agsociate classes are ;
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Associate class ’ Treatments
First 15 16 17
Second . 51 61 71
Third 24 34
Fourth 42 43
Fifth 25 26 27 35 36 37
Sixth 52 62 72 53 63 73
Seventh 41 :

Definition 2. The association scheme given in definition 1 will be
called ‘Extended Right Angular’ (ERA) association scheme. The PBIB
design following the ERA association scheme will be called an ‘Extended
Right Angular (ERA) Design’.

Let N be the incidence matrix of an ERA design with the parameters
v=2pg, b, rk,M(i=1,2,...,7). The eigenvalues (8;) except 8, =
rk of NN’ with their multlphcmes @) (=1, 2 , 7) are given in
Table 1. The non-zero eigen-values of the C-matrix of the ERA design
will be ¢; = r — (0;;) with their multiplicities («f) i =1,2,..., 7.

7
The ERA design will be connected if ¢; # 0or6;2rkor I ¢ A
i=1
r(k— 1) for any 6; (j = 1, 2, ..., 7) where ¢’s are coefficient of s in-

7
0;. As _Zl mi = r (k — 1), therefore values of A’s should be such that
i=

7
_Z'l(m—ci)t\;;éoforanyej(j= L2...,7.
1=

For definitions of various bfecding terms used, refer to Aggarwal [2]
and for the definitions of various statistical terms and notations used
refer to Raghavarao [12].

2. Confounded Diallel* Experiments

Let two sets of inbred lines represent two different geographical/geneti-
cal back-grounds. Let the first set contain p inbred lines and the second
set contain g inbred lines. Let 2pg crosses, involving F;-crosses and reci-
procal Fj-crosses between the two sets of inbred lines, be represented by
v = 2pq treatments of a connected ERA design with the parameters v,
byr,k,A(i=1,2,...,7). Let the yield (¥) of the ijth cross allotted
to a plot in the kth block be given by

Y(!k=m+gl+g]+si]+h1(+nI}+BI:+eijk;k=l,2,...,b(l)

*Confounded diallel here means that the partia set of crosses (2pg) from diallel
experiment with (p + g) inbred lines is experimented with the concept of confoundmg
explained by Raghavarao [9, p. 245].
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where m is the general mean; g; is the g.c.a. effect of the ith line and so
is gy, 817 is the s.c.a. effect of the ijth cross, m; is the maternal effect of
ith line, n;; is the residual reciprocal effect due to ijth cross and B is the
effect of kth block. Let (1) be fixed effects model (Scheffe’ 15, p. 6) with
the restrictions

p+ p pt+q

Zog= 3 g=0,sy=us1 % sy= L s3=0,
i=1 j=p+1 i=1 j=p+1
p+q p b
m+m=—(m+m), T m=2 ni=0and T fr=
j=p+1 i=1 k=1

e’s are assumed to be independently and normally distributed with
means zero and variance o2,

Considering the sum gi + gy + si; -+ m; + my; in (1) as the split of
the true effect (ai;) of the ijth cross, we can obtain the reduced normal
equations

CEA= Q | )

The orthonormal eigen-vectors Xi’s, Jir's, w,.k s, Zat's and X corres-
ponding to non-zero eigen-values (¢.) of the C-matrix of the ERA design
represent various types of orthonormalized contrasts given in Table 1.
These orthonormal eigen-vectors and eigen-values provide a solution of
the reduced normal equations (Raghavarao [11]) which helps in comput-
ing the ANOVA TABLE (Table 2). For testing the significance of any
effect its mean square (M.S.) is testg\d against the error M.S.

From the least square estimates (e;) of the true effects of the crosses,
the least square estimates of various parameters, their variances and
variances of their elementary contrasts can be worked out and are given
below :

= (Q1. + 0.)[2q¢y;
= (Q). + Q.))2p%s;
mi = (@i, — 0.)]2q%s + (1/$; — 1/2) A2/pg;
= (Qy. — Q.)2pbs + (1/¢4 — 1/d7) A[pg;
S =10y + Qi — (@ + Q.)g— Q1. + Q.)IP)24s

i = Qi) — Q)[285 — (Qi. — Qu4/29b¢ + (Lidg
— 169 (Qs. — 0.))[2p + (1] — 1]b,) D2Ipg

V(§s) = (p — 1) 6*[2pq¢;;
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v(gy) = (g — 1) o¥2pqés

Wme) = [(p — Dfés + 1/$,] o*/2pg;

vmg) = [(q — 1)/$¢ + 1/$7] o%2pg;

vsu) = (p — D (g — 1) a*/2pgés;

v(ny) = [(p — Dldg + 1/$a] (@ — 1) 0*/2pg;

vgi — &) = o¥qéy;

¥g) — &7) = o*[pds;

Wi — my) = olqby;

Wm; — my) = o%[pdy;

W5y — 5i) = (p — 1)s?/pds;

v(sis — si7) = (g — 1) 6¥/qds;

Wsiy — 5iz) = (pg — P —4) *pqss
i — i) = [(p — Didet 1/bal o2p;
v(ms — nig) = (g — 1) o%/gdg; and

Wy —nig) = [(pg — P — Qe + qldalotlpg, i £ i =1,2,...,p;
JEF=p+ 1.

3. Mixed Model

Let m and By’s in equation (1) be fixed effects and g’s, g;’s, sii’s, mi’s,
niy’s, my’s, ny’s and e;;;’s be independently and normally distributed with
mean zero, variances cﬁl, c,?z, a2, o5 O, ofnz. o2 and o, respectively and
pairwise uncorrelated. Under these rerstrictions, the expectations of
various mean squares are given in the Table 2. The usual test procedure
is followed for testing the significance and estimation of the variance

2 2 2 2
components o7 , 97 , 03, o, , o5, and o}

4. Metheods of Constructing ERA Designs
THEOREM 1. Jf q = p is a prime or a prime power then a series of ERA

designs with the parameters

v=2p2,b=p(p—l),r=(p—1),k=2p,)\1=)\2=/\3
=A4=0’ (3)

1\5 = =1, 1\7 = (p — 1), can always be constructed.



TABLE 1—SETS OF ORTHONORMALIZED CONTRASTS

Sr. roots of NN’ multiplicities contrasts effects
No. represented
k
I 6i=r+M+@—1D0M af=({P—1 a'x1y = [ 2 (o + mg) — k(2. T 2mn) g.c.a. effects
-~ i=1 of first set
+ 23 — 25 — Ve) gk + DM k=1,2,...,p =1
— (A + M
k
2. Bp=r—2+@—DM o =(p—1) o’ Y1 = [ S (o — %) — K (21 — %te40) maternal
— Az — 2g) + Ag) - i=1 effects of
— (g — h) gk e+ DI Ek=1,...,p—1; the first set
ptk
3. B3 =7r 4+ r — (M + A) af=(—1) of Xop = 3 (@ + o) — k(a(pexe). g.c.a
+(@ =103+ 2 - j=p+1 effects of the
— X5 — }g) + & (Digt1) second set
—[pk (k+ DIM2k=1,2,..., 1;
4 0 A (A Aa) o ( 1) [ P;::-k ( ) — k( t 1
. g =Tr —A7 — (M — Ay = (q — o’ Yag == oy, — o) — Kl materna.
+(p— 10— ¢ — = j=p+1 ! (pHie+1). effects of the
— 35+ 2g) gecond set
~ e ptlett)
2ok + D2, k=12,...,9— 1
5. O =r g = Ot $=(p— 1) [g{pgk( ) — ke
. = 7 2 o5 = (P o Zpp = w;; + o) — k (o s. C. a.
— O+ 2g) + (s + 29) @—1) ==Ll e 7 " oD efpects
| + ) p-zl-k ( )
o —n o + o
o+ D1 } { jmppq Sy T ey
~ kagypy pratd T Stk (n+1))}]
~—Ram+ DkE+DP2, n=1,2, ....p——l
k= 1 »qd — 1)
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TABLE 2—ANOVA TABLE

.S.) Mixed-effect.
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b
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. p p+q P 2
residual reciprocal @P—D@-1 3 2 (Qu—QCi?— X (Qi— Q%7 o2+ 24g02 )
effects i=1 j=p-+1 i=1 =
Pt 0 g
— 3 (05— Qe + (282 )2ipq |[244 &
Jj=p+1 %
(7]
0 2 2 2 2
F,-crosses v/s 1 2(87) qpéq © 02 +24q [0 + 997, ] 2
reciprocal -
Fy-crosses £
(]
Error (vr—b—v+1 By subtraction o2 E
(7
o
e~1
Total vr — 1 3ZZ Y2 — Y5, .y Z
ijk vk =
m
where Q;,, 0.;, A? and AZQ can be analogously defined as in Table 1. S
m
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Proof. Put p® crosses in a p X p square array such that ith row
(i=1,2....,p)contains crossesi X j(j=p+ 1,..., 2p) and the
Jjth column (j=1,2,...,p) contains crosses i X (p +j)(i=1, 2,

. .. p). Superimpose cach of the (p — ) MOLS on this square array.
Putting all the crosses which occur with the same letter of a latin square
in a block, we can get p blocks with each latin square. Thus (p — 1)
MOLS give p(p — 1) blocks. Doubling the block size by adding the
crossj X iforeachcrossi X j(i=1,2,...,p; j=p+1,...,2p)
in these blocks, a series of ERA designs with the parameters given in (3)
can be obtained.

THEOREM 2. A Series of ERA designs with the parameters

v=2pq,b=0%r=2A =X =\, =r¥ k =2qk¥ A = A,
= Ay = Ag = A* 4)

where v¥ = p, b¥*, r¥, k*, X* are the parameters of a BIB design, can
always be constructed.

Proof. Construct p groups of 2pg crosses such that ith (i = 1, 2,

.. p) group contains crosses i X j,j X i(j=p+1,...,p+ Q.
Define a one-one correspondence between these p groups and the p treat-
ments of a BIB design with the parameters v* = p, b¥, r*, k*, A%
Replace each treatment of the BIB design by all the crosses in the corres-
ponding group. Thus we get a series of ERA designs with the parameters
given in (4).

For the series of ERA designs given in (3), the relative loss of inform-
ation (Shah [16]) is only on d.f. pertaining to s.c.a. effects and that is
1/(p — 1) for each d.f. For the series of ERA designs given in (4), the
relative loss of information is only on d.f. pertaining to g.c.a. effects of
the first set and that is (r* — A¥)[r¥k* for each d.f,

5. Worked Example

Letv=24(forp=3andg=4),b=6,r=23,k=12,

A= 23 = A, = A; = 1l and A; = A, = A, = 3 be the parameters of
an ERA design. The yields of the crosses i X j,j X i(i=1,2,...,p;
j=p+1, p+2,...,p+ qg) are given within brackets in‘ the
following 6 blocks. : :
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1X4 2%4 3%4 4X1 4X2 4%X3 1x52X53X5 5%x1 5%X2 5X3
an @ @G G @ W 6 6 6 @ @

1x4 2X4 3x4 4X1 4X2 4X3 1x6 2X6 3X6 6X1 6X2 6x3
M G © @ O 6 © @ @ O a 0
T 1X4 2X4 3X4 4X1 4X2 4X3 1X7 2X7 3XT7 TX1 7X2 TX3
L©O @ 6 @ @awa O @ & @ 6

M 1X5 2X5 3X5 5X1 5%2 5%3 1X6 2X6 3X6 6X1 6X2 6x3
L® @ 6 O ap e W @ O ¢ (© 012

r1><52><53><55><15><25><31x72x73x77x17x27x3]
L@o) 3 © M @ @ ¢ O an © 0 142

F1X6 2X6 3X6 6X1 6X2 6x3 1x7 2X7T 3XT Tx1 7X2 7x3
L 13) 6 B M U5 @ @ 6 & & O O

The roots ¢¢ of the C-matrix will be ¢, = ¢, = ¢y = &5 = ¢ =
é, = 3 and ¢; = 2. The values of Qu’s are given in Table (3). Assum-

TABLE 3—CALCULATION OF Qy's

Cross Tys B4|12 Oqi Cross Ty Bit[12 O
(i xJ (U xD

1 x4 27 18.08 8.92 4 %1 17 18.08 —1.08
1x5 27 17.92 9.08 4x2 21 18.08 2.92
1%x6 21 18.08, 292 4%3 25 18.08 6.92
1x7 20 19.42 0.58 5% 1 16 17.92 —1.92
2% 4 6 1808 —1208 Sx2 17 1792  —0.92
2x%x5 10 1792 —792  5x3 10 17.92 = —7.92
2%6 11 18.08  —7.08 6 x 1 13 . 1808, . —5.08
2x 7 14 19.42 . —5.42 6x2 32 13.08 13.92
3x4 14 18.08  —4.08 6 x3 23 1808 . 492
3x5 16 1792 —1.92 7x1 20 19.42 . 0.58
I%6 15 18.08 _3.08 7x2 18 19.42 —1.42

3x17 24 19.42 4.58 7%x3 24 19.42 4.58
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ing variovs effects to be fixed, the anova table for testing various effects
is given in Table (4). From the anova table, it can be observed that only
the maternal effects of set 1 are significant at 5 per cent level. The least
square estimates of my, m, and m;, are 1.21, —1.96 and —0.54, respec-
tively and estimate of SE (nlz\; — r;r\a') is 1.04, i % i’ = 1, 2, 3. where Ti;
is the total of all observations from plots to which i X j is allotted, B¥
is the total of all blocks in which i X j occurs and the adjusted cross
total Q,; = T;; — BY/k.

TABLE 4—ANOVA

Source d. f. S. S. M. S. F-ratio
blocks ignoring treatment 5 8.79 — —_—
g c.a, effects ] Set 1 2 22.33 11.17 0.86
maternal effects 2 120.78 60.39 4.63*
g.c.a. effects Set 2 3 15.80 5.27 0.40
maternal effects 3 31.82 10.61 0.81
s. c. a. effects 6 61.57 10.26 0.79
residual reciprocal effects 6 40.22 6.70 0.51
Fi-crosses v/s reciprocal

Fy-crosses 1 13.35 13.35 1.02
Brror 43 561.21 13.05 —
Total 71 875.87 —_ —_

ACKNOWLEDGEMENTS

The authors are highly grateful to the referees for their valuable sug-
gestions for improving the substance of the paper.

REFERENCES

(1] Aggarwal, K. R.(1974) : Analysis of L,(s) and triangular designs, J. Ind. Soc.
Agri. Statist., 26 : 3-13,

[2] Aggarwal, K. R. (1974) : DT and MDT designs and their applications as breed-
ing experiments, Canadian Journal of Statistics, 2 : 61-74.

[3]1 Aggarwal, K. R. (1975) : Some aspects on diallel analysis involving maternal and
materaal interaction effects, Journal of Research, 12 : 161-166.

[4] Aggarwal, K. R. (1976) : Confounded diallel experiments-II, J. Ind. Soc. Agri.
Statist , 28 : 65-74.

[51 Arya, A. S. and Narain, P. (1977) : Partial diallel crosses based on some associa-
tion schemes with three or four associate classes, Sankhya B, 39 : 394-399.




(61
7]
(8]
9]
(10]
(1]
12]
[13]
(14

[15]
[16]

. PBIB DESIGNS FOR TWO SETS OF INBRED LINES 147

Arya, A. S. (1983) : Circulant plans for partial diallel crosses, Biometrics, 39 :
43-52.

Griffing, B. (1956) : Concept of general and specific combining ability in relation
to diallel crossing systems, Aust. /. Biol. Sci., 9 : 463-493.

Kempthorne, O. and Curnow, R. N. (1961) : The partial diallel crosses, Biomer-
rics, 17 : 229-250.

Lin, C. S. (1972) : Analysis of dialle]l crosses between two groups where parental
lines are included, Biometrics, 28 : 612-618.

Narain, P. and Arya, A. S. (1981) : Truncated triangular Association scheme
and related partial diallel crosses, Sankhyg B, 43 : 93-103.

Raghavarao, D. (1962) : On the use of latent vectors in the analysis of group
divisible and Ly(s) designs, J. Ind. Soc. Agr. Statist., 14 : 138-144.

Raghavarao, D. (1971) : Constructions and Combinatorial Problems in Design of
Experiments, Wiley, New York.

Raghavarao, D. and Aggarwal, K. R. (1974) : Some new series of PBIB designs
and their applications, Ann. Inst. Statist. Math., 26 : 153-161.

Robinson, P. (1965) : The analysis of diallel crossing experiment with certain
crosses missing, Biometrics, 21 : 216-219.

Scheffe’, H. (1959) : The Analysis of Variance, Wiley, New York.

Shah, B. V. (1958) : On balancing in factorial experiments, Ann. Math. Statist.,
29 : 766-779.




